Securing Al for Science
Innovating Reliable and Secure Supercomputing Infrastructure

Scientific advances rely on reliable and secure Al infrastructure. The primary motivations are: i) high fail-
ure rates of Al training/inference disruptions in supercomputers [1-3], hyperscalers such as OpenAl reports
GPUs “melting” during extreme ChatGPT loads [4], ii) hardware failures, software bugs, and interconnect
congestions [5] across system and networking stack leading to disruption of exascale simulations, and iii)
and increasing cyberthreats targeted at open-science infrastructure, e.g., NOIRLab security incident when
operating the Vera Rubin Observatory [6].

My research has been impacting resilient and secure supercomputing systems in the presence of failures
and cyber-attacks that can cause system-wide outages. Leading cybersecurity research at the National Center
for Supercomputing Applications (NCSA), a hub for the nation’s scientific computing at the University
of Illinois Urbana-Champaign, I witness firsthand the challenges of ensuring the uninterrupted operation
of $100M-scale supercomputers (BlueWaters) and modern research computing (DeltaAl) in accumulated
uncertainty from underlying hardware to Al applications.

Funding. 1 have secured over $1.8 million in funding from the National Science Foundation (NSF) as
Principal Investigator (PI), in collaboration with IBM Research, and have published a dozen papers in top-tier
conferences, including Supercomputing, USENIX Security, DSN (Dependable Systems and Networks),
and IEEE Quantum Computing and Engineering [7-33]. My portfolio includes both federal and industry
funding, evidenced by four NSF grants [16,20], e.g., Cybersecurity Innovation for Cyberinfrastructure
(CICI: Security Data Lake), Research on Research Security (RoRS: Uncover HPC allocation abuses), and
Formal Method in the Fields (FMiTF: Formalizing Federated Authentication); HPC-Quantum Computing
observability (PQSee. com) is being commercialized through initial support of Campus Cyberinfrastructure
(CC*: Post Quantum Cryptography Network Instrument). As a fellow of the NSF Cybersecurity Center of
Excellence, I provide resiliency expertise to industry partners IBM Research on GPU Cloud Resiliency),
mid-scale national testbeds (FABRIC), and DOE national labs. Based on this track record, upon start, I will
immediately apply for NSF CAREER and young faculty awards from DARPA, AFRL, and other DOE labs.

Intellectual Merit. The key driver of my research is the cross-stack measurement of high-speed interconnects,
Al application logs, and kernel probes from sustained petascale supercomputers (Blue Waters), HPC/GPU
clusters (DeltaAl, Polaris), and the exascale Aurora machine at the Argonne National Laboratory. These
decade-long, curated datasets (1PB) enable the detection of cyberattacks, modeling of error propagation
across GPU architectures (Hopper/Blackwell/Rubin) and vendors, and an understanding of the adoption of
quantum-resistant cryptography, as published in top conferences such as Supercomputing, USENIX Security,
and IEEE Quantum Computing and Engineering.

Broader Impact. My research has contributed to the development of a reliable and secure Al infrastructure,
ensuring the integrity of extreme-scale scientific workflows across the NSF’s advanced research computing,
DOE supercomputers, and industry-funded data lakes. My research has been recognized with awards for my
teaching and mentorship, including the IEEE Dependable Systems and Networks Best Paper Award (2014),
Outstanding Mentor for CyberCorps: Scholarship for Service, and Fiddler Innovation Fellowship recipients
(2025), as well as an Art of HPC exhibit at Supercomputing 2026.

Future of Resilient and Secure AI/HPC/Supercomputing infrastructure. I am investigating the reliability
and security challenges of next-generation accelerators, such as Quantum Processing Units (QPU), being
integrated with HPC as summarized in Fig. 1.
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Figure 1: Real-world data of latest GPUs (Vera Rubin planned) from supercomputers (DeltaAl, Aurora) are collected
from national labs (ANL, NERSC) to drive security modeling, reliability taxonomy, and standardization with NIST.

Research Foundation: Reliability and Security Data Curation from Real-World Systems

The key driver for my research is to curate decade-long forensic data on nascent Secure Shell (SSH) back-
doors [26,27] (2000s), FBI Major Case Stakkato [34] security incidents (2010s), threats leveraging Machine
Learning/Al to masquerade attacks as regular network traffic [21] (2020s), and to anticipate Quantum-driven
adversaries that might break traditional encryptions [17] (2030 onward). During the process of collecting
security data, I also capture reliability data; for example, one Petabyte of BlueWaters performance mea-
surements is available on Globus for open-science research. My efforts have been recognized with several
NSF grants that I am leading as PI, an award for Best Paper at IEEE DSN, and publications in top system
conferences (Supercomputing, USENIX Security/NSDI, IEEE Quantum Computing Engineering). Artistic
explorations also provide a visual analytic view into the curated data, with my Art of HPC exhibited at the
Denver Museum of Art / showcased at the Georgia International Convention Center.

Method: Probabilistic Modeling

The intellectual merit lies in providing measurements of real-world, system-wide outages that validate
traditional control-theoretic modeling. The crux of my method is to augment the utility of probabilistic
graphical models (Bayesian Networks, Markov Random Fields, and Factor Graphs, which subsume both) with
raw measurements while safeguarding critical attack-preemption/failure-detection decisions with domain
insights/knowledge. The high fidelity of attacks’ evolution and errors propagation across the hardware stack
to application layers via high-speed interconnects is therefore captured, for the first time, in state-of-the-art
NVIDIA Hopper GPU accelerators in the DeltaAl system. My method is applicable not only in the resiliency
domain, but also in medical diagnostics, evidenced by publications and funding with leading U.S. clinics
(Mayo) and international hospitals in Vietnam.

Research Impact: Realiable and Secure Supercomputers

The broader impact of my work has been disseminated mainly through the NSF TrustedCI, Cybersecurity
Center of Excellence. As a TrustedClI fellow, I provide input on frameworks that advise on cybersecurity
implementation for NSF Major Facilities, Mid-scale Research Infrastructure (FABRIC), and SLAC, which
traditionally lack a full security operations team relying on OmniSOC. Completed engagements include
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assessing quantum risk to science at the National Center for Atmospheric Research (NCAR), giving security
log analysis tutorials at Lawrence Berkeley National Laboratory/CMU, and driving adoption of GPU
resiliency tools for Aurora, one of the three exascale supercomputers, at Argonne Leadership Computing
Facility through the Joint Laboratory for Extreme Scale Computing (JLESC).

Future Research: Reliable HPC-QC integration and Safeguarding Open-Science Infrastructure

The convergence of novel accelerators, such as Quantum Processing Units (QPUs), HPC/exascale comput-
ing (e.g., Rubin/MI450/GPUMax), and the ongoing shifts in the distribution of Al training and inference
workloads over the next decade, will pose a unique set of challenges.

(C1) How to measure the reliability of HPC-enabled Quantum and Spaceflight computing systems?
(C2) How to safeguard the integrity of HPC allocations and data security of open science?

(C3) How to keep fundamental security research open and collaborative?

Hereafter, I will outline technical and management approaches to address the challenges outlined above.

To address challenge C1, Fig. 1 shows an example pipeline and approach to scale up our existing resiliency
model from petascale (BlueWaters, Delta) to exascale (Aurora, 2026-onward) by using both a federation
of Al agents to assist with unstructured log parsing and workflow coordination. In addition, I will employ
counterfactual reasoning to simulate "what-if" scenarios of catastrophic failures and irreversible attack
impacts, enabling both monitoring tools and operators to anticipate and prepare for them.

A crucial direction I will address is the correctness of scientific computing in the presence of new
accelerators (Quantum Processing Units) and hostile environments (RISC-V architecture in the presence of
space radiation). Counterfactual reasoning, coupled with formal reasoning, will be the enabling technique for
NASA/JPL’s Spaceflight computing systems being developed with DARPA and will roll out before the 2040s.
I will further adapt those techniques to the workloads of the next-generation HPC-Quantum Computing
integration that NCSA has begun developing with PsiQuantum and IQM.

The principle of the above resiliency model provides the basis for addressing challenge C2, because
monitoring the health of supercomputers will reveal the efficacy of HPC allocations, identify potential
misuse, and increase the utilization of supercomputers for productive scientific work. I will translate the
intellectual merits above into research security policies, educational materials exemplifying unproductive use
cases of HPC allocations, and work with interagency partners through NSF’s Research on Research Security
Program (RoRS) to disseminate the impact (#2537355).

Finally, to assist with high-fidelity data storage, I already secured funding from the NSF Cybersecurity
Innovation for Cyberinfrastructure program to build a data lake (#2530738) that is applicable to both
resiliency and security. I am involved in defining open security standards for research data sharing and
collaborating with the National Institute of Standards and Technology on a special publication on HPC
Security (800-223). We will draw on concrete case studies from emerging threats, such as quantum-resistant
cryptography and Al backdoors, to demonstrate the artifact on the Open Science Data Federation (OSDF).
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